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ABSTRACT

In this study, the authors compare the Madden–Julian oscillation (MJO) variability in the Goddard Laboratory
for Atmospheres atmospheric general circulation model for two different sea surface temperature (SST) boundary
conditions. In the ‘‘control’’ simulation, the model employs specified annual cycle SSTs. In the ‘‘coupled’’
simulation, the model employs the same annual cycle SSTs but in addition is coupled to a slab ocean mixed
layer that provides prognostic SST anomalies equatorward of 248. The results show that the simplified interactive
SST facilitates a better simulation with respect to a number of general model shortcomings associated with the
MJO that were recently documented by Slingo et al. in an Atmospheric Model Intercomparison Project study.
These improvements include 1) increased variability associated with the MJO, 2) a tendency for the timescales
of the modeled intraseasonal variability to more closely match and consolidate around the timescales found in
the observations, 3) a reduced eastward phase speed in the Eastern Hemisphere, and 4) an increased seasonal
signature in the MJO with relatively more events occurring in the December–May period.

The above changes are associated with a systematic change in SST, with warming of about 0.108–0.158C
before the passage of the MJO convection center and cooling of the same magnitude after its passage, both of
which appear to be roughly consistent with observations. These changes in SST are primarily due to decreased
latent heat flux (;25 W m22) and slightly enhanced surface shortwave flux (;10 W m22) to the east of the
convection, enhanced latent heat flux and diminished shortwave flux (;25 W m22) coincident with the convection,
and enhanced latent heat flux (;25 W m22) just west of the convection. The results indicate that the enhanced
SST to the east of the convection reinforces the meridional convergence associated with the frictional wave–
CISK (conditional instability of the second kind) mechanism that appears to be at work within the model. This
enhanced meridional convergence transports more low-level moisture into the region lying just east of convection.
The resulting increase in moist static energy helps destabilize the disturbance and/or maintain it against dissipation
more effectively relative to the case without SST coupling. The above results are discussed in terms of their
relation to current MJO theory, as well as to their implications for medium- to extended-range weather forecasting.

1. Introduction

The Madden–Julian oscillation (MJO; Madden and
Julian 1971) represents the most significant form of at-
mospheric variability in the Tropics on intraseasonal
timescales. Since its discovery in the early 1970s, a
wealth of studies have been undertaken to characterize
its space–time structure, theorize its origin, and simu-
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late/forecast its behavior in numerical models. The ob-
servational studies of the MJO have recently been re-
viewed by Madden and Julian (1994).1 Briefly, these
studies have resulted in the following description. The
MJO is generally manifested as an eastward propagat-

1 These studies include but are not limited to Madden and Julian
(1971, 1972), Murakami (1976), Yasunari (1979, 1980), Lau and
Chan (1983, 1985, 1986), Weickmann (1983), Nakazawa (1986),
Knutson and Weickmann (1987), Chen and Murakami (1988), Chen
et al. (1988), Gray (1988), Hendon and Liebmann (1990a, b), Wang
and Rui (1990a), Lau et al. (1991), Hendon and Salby (1994), and
Salby and Hendon (1994).
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ing, equatorially trapped, wavenumber-one, baroclinic
oscillation in the tropical wind field. The propagation
speed is on the order of 6 m s21 in the Eastern Hemi-
sphere where it strongly interacts/modulates deep con-
vective activity, and about 12 m s21 or greater in the
Western Hemisphere where it continues to propagate
without much influence on the cloud field. Interactions
between MJO-related anomalies in convection and the
large-scale circulation are strongest in the Eastern Hemi-
sphere, over the Indian and western Pacific Oceans,
where the oscillation exhibits its greatest variability and
typically reaches its maximum amplitude. Such inter-
actions strongly influence the onset and activity of the
Asian–Australian monsoon system (e.g., Yasunari 1979,
1980; Hendon and Liebmann 1990a, 1990b) and have
also been shown to influence extratropical regions as
well (e.g., Weickmann 1983; Liebmann and Hartman
1984; Weickmann et al. 1985; Lau and Philips 1986;
Ferranti et al. 1990). Furthermore, coupling with the
tropical ocean via westerly wind bursts associated with
the passage of an MJO convection event can signifi-
cantly modify the structure of the thermocline in the
equatorial Pacific Ocean (e.g., McPhaden and Taft 1988;
Kessler et al. 1996). This latter interaction has even been
suggested to play an important role in triggering El
Niño–Southern Oscillation (ENSO) events (e.g., Lau
and Chan 1988; Weickmann 1991; Kessler et al. 1996).

While the observational description of the MJO has
progressed steadily in the last two decades, theoretical
understanding of the MJO has faced some difficulties.
Most difficult has been explaining the slow eastward
propagation in conjunction with the low (zonal) wav-
enumber structure (e.g., Hayashi and Golder 1993). Var-
iations of wave–CISK (conditional instability of the sec-
ond kind) have been the basis for one line of theory.
Wave–CISK theory proposes that low-level moisture
convergence induces deep cumulus convection, and the
latent heat release due to condensation forces unstable
eastward propagating modes (e.g., Chang 1977; Lau and
Peng 1987; Chang and Lim 1988; Hendon 1988). These
modes induce further low-level convergence, and thus
latent heating, to the east of the original region of latent
heat release, and so forth. Despite the initial success of
wave–CISK in simulating the eastward propagation, the
phase speeds of the unstable modes were typically high-
er than observed. In addition, wave–CISK models often
exhibited scale selection problems in which the shortest
waves are the most unstable in the linear case, while in
the nonlinear case, the convection region tends to favor
the smallest (i.e., grid) scales (e.g., Crum and Dunkerton
1994; Chao 1995). However, these unfavorable features
tend to be remedied when the wave–CISK model allows
for coupling to a frictional boundary layer (Wang 1988a;
Salby et al. 1994) and coupling between moist Kelvin
and Rossby modes (Wang and Rui 1990a). Hendon and
Salby (1994, 1996) have shown strong evidence that
each of these types of coupling tend to occur in the

observed features of the MJO in the Eastern Hemisphere
as it propagates east.

In contrast to the (frictional) wave–CISK mechanism,
the evaporation–wind feedback theory for the MJO
(Emanuel 1987; Neelin et al. 1987) claims that diabatic
heating due to cumulus convection is nearly compen-
sated by adiabatic cooling. Further, a region of anom-
alous convection forces low-level easterly winds to the
east and low-level westerly winds to the west of the
convective region. If the convection is present in a re-
gion of mean easterly winds, the strength of the wind
speed anomalies (and likely the evaporation anomalies)
is increased to the east and decreased to the west of the
convective region. The positive anomalies of surface
latent heat flux to the east of the convection increase
the low-level moist static energy, which leads the wave
vertical velocity and induces unstable eastward propa-
gating modes. The evaporation–wind feedback theory
has been criticized based on the fact that over a large
portion of the Eastern Hemisphere where the MJO is
most prevalent, the climatological winds are extremely
weak or even westerly (Wang 1988b). Neelin (1988)
and Emanuel (1988) have argued that given the large
zonal scale of the MJO convective feature, the require-
ment for (stronger) mean easterlies to the east of the
convection (compared to the weak/westerly winds to the
west) typically holds in most cases of convection oc-
curring in the eastern Indian Ocean and western Pacific.

An even more imposing difficulty facing the evapo-
ration–wind feedback theory comes from recent studies
that document the observed relation between deep con-
vection and evaporation associated with the MJO. A
number of recent studies have shown that evaporation
anomalies are typically higher to the west, rather than
to the east, of the convection anomaly (e.g., Jones and
Weare 1996; Lin and Johnson 1996; Lau and Sui 1997;
Jones et al. 1998), which is at odds with one of the
central premises of the evaporation–wind feedback the-
ory. Additional theoretical attempts include those by
Kirtman and Vernekar (1993), who examined a simpli-
fied model that contains both the wave–CISK and evap-
oration–wind feedback mechanisms with the result that
model wave speeds were found to match the observed
speeds over a wider range of parameter values for the
combined mechanism than for evaporation–wind feed-
back acting alone. In addition, Hu and Randall (1994,
1995) have examined the possibility that the intrasea-
sonal oscillations may partly stem from local radiative–
convective oscillations, leading to a standing oscillation.
However, Zhang and Hendon (1997) have demonstrated
that no dominant standing component component is ev-
ident in the observations and that tropical intraseasonal
variability is dominated by eastward traveling compo-
nents.

One aspect that has received little theoretical attention
concerns the role an interactive sea surface temperature
(SST) has on the character and maintenance of the MJO.
All variations of the theories discussed above assume
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that SST remains fixed, and thus coupled processes be-
tween MJO-modulated surface heat fluxes and the SST
are not accounted for. However, there has been increas-
ing observational evidence that significant variability in
surface heat fluxes and SST do exist at intraseasonal
timescales (e.g., Krishnamurti et al. 1988; Kawamura
1988; Zhang 1996; Lau and Sui 1997; Jones et al. 1998;
Sperber et al. 1997). In some of the more recent studies,
composite surface conditions associated with the MJO,
including flux components, are produced and analyzed.
For example, Zhang (1996) used Tropical Ocean Global
Atmosphere (TOGA) Tropical Atmosphere–Ocean array
data, Lau et al. (1996) used TOGA Coupled Ocean–
Atmosphere Response Experiment (COARE) events and
observations, while Jones et al. (1998) used fluxes de-
rived from about 10 years of satellite data and European
Centre for Medium-Range Weather Forecasts
(ECMWF) surface analyses. The relationships between
SST and convective activity documented in these studies
suggest the possibility of a positive feedback in which
SST variations may strengthen the power of the oscil-
lation and influence its eastward propagation, an idea
that was noted several years ago in an observational
study of outgoing longwave radiation (OLR) and SST
by Kawamura (1991; cf. Li and Wang 1994; Waliser
1996; Jones and Weare 1996; Flatau et al. 1997; Lau
and Sui 1997; Sperber et al. 1997).

In a related context, Lau and Shen (1988), and Hirst
and Lau (1991) developed a coupled ocean–atmosphere
dynamical framework that included an SST-coupled
tropical intraseasonal oscillation as a possible mecha-
nism for interacting with ENSO. Particularly relevant
to the discussion here is their finding that for SST ex-
ceeding 288C, there is a large increase in coupled SST–
intraseasonal oscillation instability (cf. Wang and Rui
1990b; Li and Wang 1994). They suggested that this
enhanced instability could lead to more frequent/intense
intraseasonal oscillations (and westerly wind bursts),
which in turn could help trigger El Niño events. More
recently, Wang and Xie (1998) have developed a the-
oretical framework similar to that in Lau and Shen
(1988) and Hirst and Lau (1991), except that it explicitly
includes mixed layer processes in addition to the ocean
dynamical processes. The results of that study show that
the mixed layer processes tend to destabilize high-fre-
quency phenomena (e.g., MJO) and that ocean dynamics
destabilize the low-frequency phenomena (i.e., ENSO).
In view of the above theoretical results, along with the
recent observations regarding the relationships between
the MJO and SST discussed above, the physical basis
for the interaction between SST and the intraseasonal
oscillation needs further examination. Moreover, given
the uncertainties and shortcomings in the theoretical
treatment of the MJO, it is not surprising that numerical
simulations of the MJO are still inadequate. As part of
the Atmospheric Model Intercomparison Project
(AMIP; Gates 1992), Slingo et al. (1996) have recently
compared the MJO variability in 15 general circulation

models (GCMs) to the observed variability as repre-
sented by the ECMWF analyses. Their analysis showed
that the most consistent shortcoming among the models
is the weak representation of the strength of the intra-
seasonal variability. Secondary to this feature, the mod-
els generally had difficulty representing

R the slower phase speed in the Eastern Hemisphere
versus the Western Hemisphere;

R the prominence of a spectral peak in 200-mb velocity
potential and zonal wind at 50–60 days with a sec-
ondary peak at 25–30 days;

R the observed coherent structure of the propagating
zonal wind anomalies along the equator;

R the strong tendency for most equatorially propagating
disturbances to occur in the December–May period;

R the relative weakness of the high-frequency, low-
wavenumber variability relative to the low-frequency,
low-wavenumber variability;

R the observed ratio between seasonal to intraseasonal
variance in the upper-level zonal wind field; and

R the observed influence of interannual variability on
the frequency and intensity of the MJO.

Given that the MJO in the observations (i.e., analyses)
manifests itself within the coupled ocean–atmosphere
system yet those in the model simulations manifest
themselves in an environment with a fixed SST, some
of the inadequacies of the model simulations may result
from the lack of interaction with a coupled/variable SST.
In this article, we present results that suggest that this
may indeed be the case. In fact, the results show that
an interactive SST may facilitate a better model simu-
lation of the MJO with respect to the first five of the
above listed items.

We would like to stress that the numerical side of this
issue has been investigated very little. The only other
study has been by Flatau et al. (1997), which employed
a five-layer, idealized, R15 atmospheric model over an
‘‘aquaplanet’’ with a simplified surface energy budget
and ocean mixed layer feedback. The results in that
study led Flatau et al. to conclude that the MJO was
more accurately depicted as a coupled phenomena, an
assessment echoed in the fixed-SST modeling and ob-
servational study by Sperber et al. (1997). Such con-
clusions, along with the overwhelming amount of ob-
servational evidence now available indicating fairly
strong interactions in the warm pool regions between
the atmosphere and SST at MJO timescales, suggest that
the problem should be examined in the context of a
more sophisticated atmospheric model. Furthermore, we
would like to emphasize that even with the advent of
several fully coupled ocean–atmosphere models, the au-
thors are not aware of any published MJO-related stud-
ies undertaken with such models. In any case, there are
good reasons why such studies would have to be ap-
proached with extreme care in order to distill the effects
of an interactive SST alone on the MJO. These reasons,
along with the atmospheric model and experimental set-
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up, are discussed in the next section. In section 3, we
present the results of the experiments. In section 4, we
discuss the results, the primary physics that appear to
underly the change in the MJO, and connections to re-
lated studies. In section 5, we conclude with a summary,
discuss some practical matters with regards to under-
taking this and future such modeling studies, and discuss
the impact the results may have on medium- to extend-
ed-range weather forecasting.

2. Model and experiments

The model used in these experiments is the Goddard
Laboratory for the Atmospheres (GLA) GCM. This
model was derived from an earlier version described by
Kalnay et al. (1983). Modifications have included in-
creased vertical resolution and several changes in the
parameterizations of radiation, convection, cloud for-
mation, precipitation, vertical diffusion, and surface
processes (cf. Sud and Walker 1992; Phillips 1996). The
horizontal representation uses finite differences on a 48
lat 3 58 long energy- and momentum-conserving A grid
(Arakawa and Lamb 1977). The horizontal advection of
atmospheric variables is accurate to fourth order (Kal-
nay et al. 1983). The vertical domain has 17 unequally
spaced sigma levels extending from the surface to about
12 hPa. At every dynamical time step, a 16th-order
Shapiro (1970) filter (with timescale 90 min) is applied
to the prognostic fields; a Fourier filter is also applied
in polar latitudes. Negative moisture values are filled
by ‘‘borrowing’’ moisture from the level below, and
from neighboring horizontal grid boxes at the lowest
vertical level. Horizontal diffusion is not included and
the effects of vertical diffusion are treated by the level-
2.5 second-order turbulence closure model of Helfand
and Labraga (1988). The planetary boundary layer
(PBL) is defined by the first three levels above the sur-
face (at s 5 0.994, 0.971, and 0.930). Near the surface,
the PBL is treated as an extended surface layer and a
viscous sublayer in the space between the surface and
the tops of the surface roughness elements. Appropriate
parameterizations are utilized to determine turbulent
fluxes in the different PBL subregions. Both seasonal
and diurnal cycles in solar forcing are simulated with
atmospheric radiation treated as in Harshvardhan et al.
(1987). The formulation of convection follows the
scheme of Arakawa and Schubert (1974), as imple-
mented in discrete form by Lord and Arakawa (1980).
The model orography is based on the 18 3 18 topo-
graphic height data of Gates and Nelson (1975) that
have been area averaged over the 48 3 58 grid boxes.
The resulting orography is smoothed using a 16th-order
Shapiro (1970) filter, and a Fourier filter poleward of
608 latitude. Negative terrain heights resulting from the
smoothing process are set to zero. Land surface pro-
cesses are simulated as in the Xue et al. (1991) modi-
fication of the model of Sellers et al. (1986).

In general, the GLA model faired quite well with

respect to its representation of the MJO in the Slingo
et al. comparison, being one of about three models2 that
contained variability closely resembling the observed
features of the oscillation. In fact, a more rigorous com-
parison of the intraseasonal variability in the GLA and
U.K. Meteorological Office (UKMO) models by Sper-
ber et al. (1997) showed that of the two models, the
GLA model tended to produce a better representation
of the eastward propagation of convection and its as-
sociated cyclonic and anticyclonic circulation anoma-
lies. Slingo et al. also indicate that neither the horizontal
resolution nor the numerics (finite difference vs spectral)
of the models compared seemed to play a significant
role in determining a model’s ability to simulate MJO
activity. However, a model’s simulation capability tend-
ed to be improved if a convective parameterization was
used that did not involve a closure on moisture con-
vergence, for example, Arakawa–Schubert. This was es-
pecially true in cases where the mean monthly tropical
rain rate was found to increase with SST at a rate equal
to, or greater than, that found in the observations.3

Two 10-yr simulations were performed. The first sim-
ulation employs specified annual cycle SSTs for the
ocean surface boundary condition, and is referred to as
the control run (CTL). The second employs a highly
idealized, fixed-depth mixed layer model to compute
prognostic SST anomalies that are coupled to the at-
mospheric model. This experiment is referred to as the
coupled run (CPL). It is similar in design to that de-
scribed by Flatau et al. (1997) but employs a slightly
more realistic mixed layer formulation and a signifi-
cantly more realistic atmospheric model and surface en-
ergy budget. The model SST equation is

dT9 F9
5 2 gT9, (1)

dt rC HP

where T9 is the SST anomaly, F9 is the net surface flux
anomaly, H is a fixed mixed layer depth, g is a damping
factor, r is density, and CP is specific heat. The slab
model is only applied equatorward of 248, with a linear
weighting of 1.0–0.0 between 128 and 248, respectively.
Thus poleward of 248, there is no SST anomaly in effect
and equatorward of 128, the slab ocean mixed layer is
fully active. The net surface flux climatology (12-month
annual cycle) used to compute the flux anomalies in the
CPL simulation is taken from the CTL simulation. The
damping term is meant to keep the model climatologies
relatively close and to account for neglected terms (i.e.,
ocean advection and mixing). In the simulations pre-
sented here, g is set to (50 days)21. This value ensures
that between oscillations the SST comes close to re-

2 The three models were the GLA, NCAR Community Climate
Model (version 2), and UKMO models.

3 Based on linear regression and satellite-derived estimates of pre-
cipitation for the observations (Spencer 1993); see Slingo et al. (1996)
for details.
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setting itself back to climatology before the next MJO
event occurs. This seems appropriate given that the de-
correlation scale of tropical intraseasonal behavior is
about 50 days, and thus one event tends to have little
correlation with the next (Hendon and Salby 1994). The
mixed layer depth is taken to be 50 m. Both H and g
were set relatively conservatively in order that the SST
anomalies only represent a modest perturbation.

Keeping the SST perturbations small helps ensure that
the background climates of the two simulations remain
the same and thus any resulting changes in the MJO
characteristics between the two simulations can more
readily be attributed to the systematic fluctuations in
SST associated with the MJO rather than due to changes
in the climatological circulation. The sensitivity of the
MJO to the climatological state (e.g., Lau and Shen
1988; Wang and Rui 1990b; Li and Wang 1994; Salby
and Hendon 1994) is one of the main reasons we un-
dertook the above model setup. Unquestionably coupled
ocean–atmosphere models are the ultimate tool for
studying the interaction between the MJO and SST.
However, at this juncture, jumping to compare simu-
lations of SST-forced GCM runs to their associated fully
coupled ocean–atmosphere counterparts produces the
following problem. No coupled models to date have a
coupled climatology sufficiently close to their forced
climatology to offer results that could be used to dis-
criminate the interactive-SST effects alone on the MJO.
For example, we know the MJO has pronounced sea-
sonality. We also know that the differences between the
observed tropical climatology and that from most, if not
all, coupled models is at least as great as the differences
one might find between one season and the next in the
observations. Thus the differences in the MJO between
a fixed-SST and fully coupled simulation will likely be
overwhelmed by the differences in the climatology (see
summary for further discussion). Moreover, we believe
that mixed layer processes are more important in the
MJO–SST coupling than dynamic processes simply by
virtue of their relative importance in the Indian and
western Pacific Oceans where the MJO is most preva-
lent. With these aspects in mind, we believe the sim-
plified SST coupling undertaken here is a good initial
step toward trying to assess the effects of an interactive
SST on the MJO without bringing in too many con-
founding factors.

3. Results

a. Climatologies

Figure 1 shows the 10-yr means of 200-mb velocity
potential (VP), precipitation, 200-mb zonal wind and
surface zonal wind from the CTL simulation and from
observations. In the case of the precipitation, the values
come from eight years of Global Precipitation Clima-
tology Project (GPCP; Huffman et al. 1997); otherwise
the data are from the National Centers for Environ-

mental Prediction–National Center for Atmospheric Re-
search (NCEP–NCAR) (Kalnay et al. 1996) Reanalysis
for the period 1973–92. In general these figures indicate
that the model captures the salient features of the mean
climate. The overall structure of the 200-mb VP is near-
ly identical to the reanalysis, although the convergence
maximum over Africa and South America is about 25%
weaker. The structure of the precipitation field is cap-
tured extremely well, except for the warm pool region,
where the magnitude is about 20% greater than the
GPCP values. The model and reanalyzed 200-mb zonal
winds show excellent agreement in the Northern Hemi-
sphere and fair agreement in the other regions. While
the character of the upper-level winds in the Tropics is
generally the same, there is a westerly bias of about 10
m s21 in the model compared to the reanalysis. This
could be a reflection of the different mean phases of the
biennial oscillation in the two long-term means or pos-
sibly due to the fact that the model simulation does not
contain any ENSO variability. A comparison of the sur-
face zonal wind shows remarkably good agreement be-
tween the model and reanalysis. These maps and com-
parisons help to illustrate that the model is fairly pro-
ficient at representing the climate of the atmosphere and
thus a useful tool for investigating the climatological
characteristics of the MJO.

Figure 2 shows the differences in the long-term mean
SST, precipitation, 200-mb VP, and surface zonal wind
between the CPL and CTL simulations. These figures
illustrate the degree the model climate has changed due
to the inclusion of the mixed layer coupling. Figure 2a
shows the changes to the model surface temperature.
As expected, the model SST field shows very little
change due to the relatively strong damping applied in
the prognostic SST anomaly equation. This implies that
the background climatological SST field is the same for
both the CTL and CPL simulations, and thus the dif-
ferences between the simulations with respect to the
MJO are not associated with mean SST changes. Sys-
tematic changes in the surface temperature over land do
exist, however, although the magnitudes are all less than
18C. The largest of these changes occurs over the North-
ern Hemisphere continents, with North America cooling
by about 18 and central Asia warming by a similar
amount. It is not clear whether these changes over land
move the model more or less in agreement with obser-
vations (not shown) since the very coarse orography of
the model (48 3 58) renders large-scale comparisons
with observed temperature climatologies somewhat
meaningless.

Figure 2b shows the changes in the long-term mean
rain rate between the CTL and CPL simulations. In gen-
eral, precipitation increases (10%–20%) in the equato-
rial regions of the Eastern Hemisphere and decreases
(10%–30%) over most of the subtropics. Interestingly,
there is virtually no change in the zonally averaged rain
rate (not shown) and thus much of the differences il-
lustrated imply only a reorganization of the convection.
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FIG. 1. Long-term means of (a) 200-mb velocity potential, (b) rain rate, (c) 200-mb zonal wind, and (d) surface zonal wind from the
control (CTL; left panels) simulation and from observations (right panels). The model fields are 10-yr means. The observed precipitation is
from the Global Precipitation Climatology Project from the period July 1987 to June 1996. The other observed fields are from the NCEP–
NCAR (Kalnay et al. 1996) Reanalysis for the period 1973–92. Contour intervals are (a) 2 3 106 m2 s21, (b) 1.5 mm day21, (c) 5 m s21,
and (d) 2 m s21. Negative values are shaded except for the rain rate where values over 4.5 mm day21 are shaded.
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FIG. 2. (left panels) Differences in the long-term means of (a) SST, (b) precipitation, (c) 200-mb velocity potential, and (d) surface zonal
wind between the coupled and control (CPL–CTL) simulations. Contour intervals are (a) 0.28C, (b) 0.2 mm day21, (c) 0.1 3 106 m2 s21,
and (d) 0.3 m s21. Negative values are shaded.

Figure 2c shows the changes to the 200-mb VP. In most
cases, the changes here mimic those associated with the
precipitation but are weaker in terms of relative changes.
Over equatorial Africa, the Indian Ocean, and the west-
ern Pacific Ocean, there is an increase (,10%) in the
upper-level divergence, while over the subtropical
southern Indian Ocean, the North Pacific, and northern
South America, the opposite occurs. Figure 2d shows
the changes in the surface zonal wind. In most cases,
the changes are very small. The Southern Hemisphere
subtropics and midlatitude ocean regions show system-
atic changes of the order of 0.5 m s21 (,10%) and the
tropical warm pool regions become slightly more east-
erly (0.25 m s21). The maps in Fig. 2 are meant to
illustrate that the introduction of the tropical ocean
mixed layer coupling had a fairly weak impact on the
long-term mean model climate, and therefore the chang-

es in the characteristics of the MJO simulation are not
likely the result of changes to the background climate.

b. MJO composites

Figure 3 shows time–longitude plots of the daily av-
erage, equatorial (48N–48S), 20- to 100-day bandpassed
200-mb VP for a selected 3-yr period of the two 10-yr
simulations.4 The 28 3 106 m2 s21 contour is filled in
order to highlight the stronger MJO events (contour in-
terval is 4 3 106 m2 s21). Examination of the plot for
the CTL simulation shows that the MJO variability as-

4 The bandpass filter is constructed from the same 20- and 100-
day 100-point Lanczos filters used by, and illustrated in, Slingo et
al. (1996).



340 VOLUME 56J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S

FIG. 3. Time–longitude diagrams of the equatorial (48N–48S) 20–100-day bandpassed 200-mb velocity potential for a selected 3-yr period
of the CTL (left) and CPL (right) simulations. The 28 3 106 m2s21 contour is filled. The contour interval is 4 3 106 m2 s21. The vertical
line denotes the 1508E longitude line.

sociated with these stronger events is mostly located in
the Eastern Hemisphere with about one ‘‘event’’ per
year showing up over South America. The overall char-
acter of the time–longitude plot for the CPL simulation
is very similar to that for the CTL simulation. However,
there appears to be slightly greater variability associated
with the strong events, particularly in the first and last
years shown, and there also appears to be more events
that remain stronger and more coherent over a longer
distance. For example, there are eight events that remain
coherent over 608 in longitude with an anomaly strength
of 28 3 106 m2 s21 in the CTL simulation and 12 in
the CPL simulation. Further, there is a more obvious
seasonality in the CPL simulation, with the MJO events
being more strongly confined to the northern winter
months.

In an effort to characterize the differences in the MJO
simulation in more detail we have produced composite
MJO events from each experiment using the 20–100-

day bandpassed data. Figure 4 shows time–longitude
diagrams of the 200-mb VP and zonal wind for these
composite events. As with Fig. 3, the composites are
based on daily mean data averaged in latitude between
48N and 48S. In each case and for each variable dis-
cussed, the composite includes only events that had a
200-mb VP anomaly falling below 210 3 106 m2 s21

at a longitude of 1508E (indicated by the vertical line;
see also Fig. 3). This longitude was chosen due to its
close proximity to the TOGA COARE region, which
encountered a number of MJO events during the Inten-
sive Observation Period (IOP) that have since been, and
will continue to be, analyzed in great detail (e.g., Nak-
azawa 1995; Weller and Anderson 1996; Waliser et al.
1996; Lin and Johnson 1996; Lau and Sui 1997). Read-
ily apparent is the increased overall strength of the os-
cillation in both fields of the CPL experiment versus the
CTL experiment, particularly in the VP field. This in-
crease in MJO strength is also reflected in the number
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FIG. 4. Time–longitude composites of the 20–100-day bandpassed 20-mb velocity potential and zonal wind for a composite MJO event
from the CTL (left) and CPL (right) simulations. The data are based on daily means averaged in latitude between 48N and 48S. In each case
and for both variables, the composite includes only events that had a 200-mb VP anomaly falling below 210 3 106 m2 s21 at a longitude
of 1508E (indicated by the vertical line). There are 15 (23) events in the CTL (CPL) composite. Contour intervals for VP and wind are 22
3 106 m2 s21 and 1.5 m s21, and positive anomalies are shaded in each case.

of events that meet the VP compositing criteria. Based
on the above threshold, the CPL simulation had 23
events versus 15 for the CTL simulation.

Figure 5 shows the dependence of this increased num-
ber of MJO events (as defined above) in the CPL sim-
ulation versus the VP threshold and selection longitude.
The top contour plot shows the number of events that
meet the VP threshold (left axis) as a function of the
selection longitude (lower axis) for the CTL simulation.
For example, the selection longitude for the composites
in Fig. 4 is 1508E and the VP threshold is 210 3 106

m2 s21, and thus the number of MJO events is shown
to be 15, as indicated above. As expected, there is an
Eastern Hemisphere preference for the occurrence of
the MJO and a diminished MJO frequency in the central
and eastern equatorial Pacific. Figure 5b shows the dif-
ference between the same plot for the CPL simulation
(not shown) and Fig. 5a, and thus the increase in the
number of identifiable events associated with a given
VP threshold for each longitude. Note that for VP
thresholds between 26 and 210 3 106 m2 s21, there
is an increase of about four to eight events over most

longitudes, or about 0.5–1 event per year. Figure 5c
shows the relative increase in the number of events for
the CPL simulation versus VP threshold and selection
longitude. Evident is the larger relative enhancement for
the strongest events, especially over warm pool regions
of the Indian and Pacific Oceans and over the eastern-
central Pacific.

From the three years of model output plotted in Fig.
3, it appears that there was a marked enhancement in
the occurrence of equatorially propagating MJO events
in the northern winter and spring seasons. Observational
studies indicate that equatorial disturbances strongly fa-
vor the October–May period, and in particular from De-
cember onward (e.g., Salby and Hendon 1994, see their
Fig. 7; Wang and Rui 1990b). The model comparison
study by Slingo et al. (1996) remarked on the poor
representation of the observed MJO seasonality in near-
ly all of the models they analyzed. For this reason, it
is worth presenting a seasonal breakdown of the number
of the events for the CTL and CPL simulations (15 and
23, respectively) for the compositing longitude chosen
(1508E). These data are shown in Fig. 6 and illustrate
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FIG. 5. (a) Number of MJO events that meet the specified VP anomaly threshold criteria (left
axis) as a function of longitude (lower axis) for the CTL simulation. (b) As in (a), except for the
difference in the number of events between the CPL and CTL simulations. (c) As in (b), except
for the relative increase in events. Contour intervals are (a) 4, (b) 2, and (c) 0.5.

FIG. 6. Seasonal breakdown in the number of events making up
the MJO composite events shown in Fig. 4 from the CTL (gray; 15
total) and CPL simulations (black; 23 total).

that the CPL simulation had a 50% increase in the num-
ber of events from December to February (six to nine),
a 133% increase from March to May (three to seven),
a 0% increase from June to August (one to one), and a
20% increase from September to October (five to six).
From these numbers, it is apparent that the CPL sim-
ulation does indeed show a more striking seasonality,
with a marked increased during the seasons favoring
equatorial instraseasonal variability, and little or no in-
crease during the seasons when the equatorial intrasea-
sonal signal is weakest.

The composites in Fig. 4 also show that there is a
more obvious change of phase speed in the 200-mb VP
between the Eastern and Western Hemispheres in the
CPL simulation compared to the CTL simulation, with
the main factor being a decrease in phase speed in the
Eastern Hemisphere from about 13 m s21 for the CTL
simulation to about 7 m s21 for the CPL simulation
(denoted by the two diagonal lines). Note that this de-
crease in phase speed is evident in the subsidence pe-
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FIG. 7. Wavenumber-one (thick) and -two (thin) frequency spectra of the equatorial (48N and 48S) 200-mb velocity potential (upper left),
200-mb zonal wind (upper right), rain rate (lower left), and surface zonal wind (lower right) from the CTL (dotted) and CPL (solid) simulations.
Vertical lines denote 55- and 25-day periods. See text for method of computation.

riod/region prior to the event but not very evident in
the subsidence period/region after the event. This de-
crease in phase speed associated ocean coupling was
found in the coupled theoretical model of Wang and Xie
(1998). Their model indicates that the feedback from
wind-entrainment/evaporation (somewhat analogous
here to the net flux feedback on our slab ocean; see
sections 3d,e) were largely responsible for slowing and
destabilizing what would otherwise be a neutral moist
Kelvin wave in a case without SST coupling. In their
analysis, slow disturbances with low wavenumbers were
preferentially destabilized, since they would be the most
effective at modifying and interacting with SST. Another
striking difference in these two sets of composites is the
greater continuity and organization of the wavenumber-
one features in these two variables across all longitudes
in the CPL versus the CTL simulation. This may reflect

a narrow selection of frequency and wavenumbers that
make up the MJO disturbances in the CPL simulation.

c. Intraseasonal variance structure

Figure 7 displays the wavenumber-one and wave-
number-two frequency spectra for the two simulations
for 200-mb VP, 200-mb zonal wind, rain rate, and sur-
face zonal wind. These spectra were computed for each
year of the anomaly data (about the annual cycle) and
then the ensemble average of the 10 yr computed. Thus
variability with periods greater than the about 180 days
(i.e., semiannual cycle) has been removed and the cor-
responding values in the plots set to zero. Consistent
with the results in Figs. 4 and 5 is an increase in the
peak power of the wavenumber-one VP of about 40%
in the CPL simulation. Also evident is an increase in



344 VOLUME 56J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S

FIG. 8. Standard deviations of 200-mb VP, 200-mb zonal wind, and rain rate associated with variability
between 25 and 65 days for the CTL simulation; contour intervals are 0.5 3 106 m2 s21, 0.5 m s21, 1.0 mm
day21.

peak power in the surface zonal wind spectra of about
45%. In both these cases, the increase in power at around
50 days is significant at a 90% confidence level.5 Rain
rate is known to contain most variability in wavenumber
two, and again the CPL simulation shows a similar size
increase over the CTL simulation in wavenumber-two
power at around 50 days. Note also that in most cases
of the variables shown there is a reorganization of the
wavenumber-one and/or -two variance, with a tendency
for more power at the primary timescales evident in the
observations (i.e., at 50–60 days and about 25 days; see
Slingo et al. 1996; Hayashi and Golder 1993); these two
timescales are highlighted by two vertical lines.

To illustrate the spatial dependence of the changes
evident in the power spectra between the two simula-
tions, Fig. 8 shows the standard deviations of 200-mb
VP, 200-mb zonal wind, and rain rate associated with

5 The number of degrees of freedom used was 60. This value was
derived from the fact that the spectra in Fig. 7 were the average of
the spectra from 10 1-yr long records. This gives 20 degrees of
freedom at each point. In addition, the spectra were smoothed with
a three-point box filter, yielding a value of 60. Moreover, dividing
the record length (3650 days) by the 50-day timescale of interest
gives a rough estimate (570) of the upper limit on the number of
degrees of freedom.

variability between 25 and 65 days6 for the CTL sim-
ulation. The spatial structure of the standard deviation
in rainfall indicates that most of the 25–65-day vari-
ability is confined to the Eastern Hemisphere, consistent
with observed results using either outgoing longwave
radiation or highly reflective clouds as a proxy for trop-
ical rainfall (e.g., Lau and Chan 1988; Waliser et al.
1993). A similar structure is depicted in the VP field
with an almost inverse structure depicted for the 200-
mb zonal wind. In each case, these bandpassed standard
deviation fields have some resemblance to their mean
tropical structures shown in Fig. 1. Thus the variability
in these fields, in this frequency range, tends to be larg-
est where the mean values are largest and vice versa.

Figure 9 shows the changes to the above CTL stan-
dard deviation maps associated with the CPL simulation,
as well as the 25–65-day variability in model SST. These
standard deviation difference maps (CPL2CTL) indi-
cate that the enhanced MJO variability in the CPL sim-
ulation shows up principally in the western Pacific, por-
tions of the Indian Ocean, and over much of South
America. The 200-mb VP in particular shows the most

6 In this case, 25- and 65-day 100-point Lanczos filters were applied
to obtain the bandpassed data.
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FIG. 9. Differences between the CPL and CTL (CPL2CTL) standard deviations of 200-mb VP, 200-mb
zonal wind, rain rate, and SST associated with variability between 25 and 65 days; contour intervals are 0.1
3 106 m2 s21, 0.2 m s21, 0.1 mm day21, and 0.038C.

widespread increases, which are on the order of 10% or
more. The 200-mb zonal wind exhibits increases
throughout most of the Western Hemisphere and into
the Indian Ocean region. Rainfall variability in the 25–
65-day band is enhanced by about 10% over the mar-
itime continent, the western Indian Ocean, and western
South America. This latter variability may be a by-
product of orographic forcing associated with the South
American land mass and the more robust MJO VP signal
in the CPL simulation, which emanates farther eastward
from the western Pacific, well past the date line (see
Fig. 4). Note also that these changes in the bandpassed
rainfall and 200-mb VP variability closely mimic the
changes between the CPL and CTL long-term means
(Fig. 2). The SST variability associated with the model
mixed layer shows highest variance in the western Pa-
cific, where the MJO variability and the enhancements
to it are most evident. Here the bandpassed standard

deviations are on the order of 0.18C with the rest of the
tropical ocean regions exhibiting values of about
0.058C. In addition to the added variability in SST over
the tropical ocean (associated with the active domain of
the model mixed layer), changes in surface temperature
variability over land also occur (not shown). The var-
iability increased modestly over the Maritime Continent
by about 0. 18C, decreased over central Africa by about
0.28C (see Fig. 10 and discussion below), and decreased
a similar amount over most of the subtropical land mas-
ses, except in the area of the Sahara, where it showed
a slight increase.

d. SST variations

The connection between the MJO and the SST var-
iability described above is more easily illustrated by the
surface temperature composites shown in Fig. 10, which
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FIG. 10. Same as Fig. 4, except surface temperature. Contour interval is 0.038C. Note that values at longitudes that contain land masses,
indicated by the thick bars at the bottom of the plot, have been divided by 4.0. This was done so that the variability over ocean and land
regions could be presented together on a single plot.

are based on the same procedure that produced com-
posites in Fig. 4. Note that these composites contain
both land and ocean temperature fluctuations, with the
former being considerably larger due to the much small-
er heat capacity of the land surface versus the 50-m
ocean mixed layer. The longitudes containing land grid
points are indicated at the bottom of the plots by thick
bars. In order to present the evolution of both on the
same plot, the values associated with land temperature
fluctuations were divided by 4. As expected, the CTL
SST variations are zero, while the CPL SST anomalies
show evidence of a heating–cooling signature in quad-
rature with the propagation of the 200-mb VP anomaly
(Fig. 4), with warm SST ahead of the convection and
cool SST behind it. In addition to the SST fluctuations
in the CPL simulation, both simulations show significant
variability (60.58–1.08C; see figure caption) over land
areas. The main differences between the CPL and the
CTL simulations consist of a frequency doubling of the
variability (;60 to ;30 days) over South America and
a frequency halving (;30 to ;60 days) over Africa. At
present we do not consider these land temperature
changes to be important with respect to this study’s
objectives or conclusions; however, it would be inter-
esting investigate their origin(s) and determine which
of the model relationships (CTL or CPL) is more con-
sistent with observations.

The results concerning the SST changes, namely, the
structure and magnitude of the SST in the CPL com-
posite, come fairly close to mimicking the observed
MJO–SST behavior. Figure 11 shows composites sim-
ilar to those discussed above except they are based on
pentads of observed OLR and SST7 from 1985 to 1994
taken from Jones et al. (1998). In this case, the data are

7 These SST data are from European Centre for Medium-Range
Forecasts analyses.

bandpassed in the same manner as for the model data;
however, instead of compositing the events based on
velocity potential, here composites include all events in
which the bandpassed OLR anomaly fell below 227 W
m22. This threshold was chosen to give about the same
number of events as in the CPL model MJO composite.
For comparison purposes, the OLR evolution associated
with the CPL composite MJO (i.e., Fig. 4) is also shown.
A comparison of the CPL SST composite of Fig. 10
and the observed SST composite of Fig. 11 shows that
the overall magnitude of the SST variation is roughly
in line with observations, and the phase of the SST
anomalies with respect to the convection are also in
good agreement, especially in the Indian Ocean and
warm pool regions. The reason for the poorer agreement
in the eastern Pacific is likely due to the important in-
fluence of ocean dynamics (e.g., Legeckis 1977;
McPhaden 1996), which is not accounted for in the slab
ocean mixed layer model. With respect to the good
agreement evident in the Eastern Hemisphere SST, it
should be noted that some observed MJO events (e.g.,
the TOGA COARE period) are associated with much
larger changes in SST (e.g., Weller and Anderson 1996),
and it is possible that the SST analysis underestimates
the SST variability in this band due to the prevalence
of clouds in this region and the analysis’s dependence
on satellite data. Furthermore, for the reasons outlined
in section 2, the model mixed layer is also likely to be
underestimating the magnitude of the intraseasonal SST
variability.

e. Surface and PBL processes

Associated with the above changes in SST, and the
dynamical changes evident in Fig. 4, are low-level mois-
ture changes. Figure 12 shows composites analogous to
those in Fig. 4, except for planetary boundary layer
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(PBL)8 specific humidity. Consistent with much of the
above discussion, this figure shows that the MJO signal
in the CPL versus CTL simulation is more organized
and coherent as it propagates eastward from the Indian
to the Pacific Ocean, has a slower phase speed in this
region, and shows consistently larger variations between
moist and dry periods/regions. The composite also
shows that the maximum PBL specific humidity anom-
aly lags the maximum SST anomaly by about 3–4 days
and leads the minimum 200-mb VP anomaly by about
4–5 days.

The profiles shown in Fig. 13 provide some initial
clues as to the possible reason for the enhanced MJO
variability in the case with the interactive SSTs versus
the case with fixed SSTs. These profiles are longitudinal
averages, from 1458 to 1558E, of the data in the time–
longitude MJO composites discussed above. For ex-
ample, the profiles shown in Fig. 13h are taken from
the 200-mb zonal velocity time–longitude composites
shown at the bottom of Fig. 4 (i.e., an average of the
model grid points along, and to either side of, the ver-
tical line). The thin line in each profile is taken from
the CTL MJO composite and the thick line is taken from
the CPL composite. Note that day 0 is when the 200-
mb VP reaches its minimum for the composite event.
Figures 13a and 13b show the MJO’s influence on the
two dominant surface heat flux terms.9 For each sim-
ulation, the negative latent heat flux anomaly is largest
(230 W m22) about 13 days before the passage of the
MJO convection center while the positive latent heat
flux anomaly is largest (125–30 W m22) about 3 days
after its passage. This is consistent with a number of
observational studies, including Jones and Weare
(1996), Lau and Sui (1997), Jones et al. (1998), and
Hendon and Glick (1997); it is, however, at odds with
the evaporation–wind feedback hypothesis (Neelin et al.
1987; Emanuel 1987). Note that the CPL simulation
shows about a 30%–40% enhancement in the positive
latent heat flux anomaly that occurs after the passage
of the MJO, with little or no change before. As expected,
the surface shortwave flux anomalies show enhanced
downwelling shortwave flux (12–18 W m22) about 20
days ahead and about 12 days behind the convection,
with greatly diminished shortwave flux (230 W m22)
during the passage of the convection. These model-sim-
ulated shortwave changes are about 40% larger than
those seen in the observed composite of satellite-derived
shortwave flux constructed by Jones et al. (1998). Note
that the peak modulation of the OLR and rain rate (not
shown) occur at approximately the same time as the
peak modulation of downwelling shortwave flux, and

8 In this study, the PBL is defined as the lowest three sigma layers,
with the middle of the uppermost of these layers having a sigma value
equal to 0.92992.

9 Modulations to the longwave and sensible heat flux terms are on
the order of 5 W m22.

thus the peak rainfall precedes the peak VP anomaly by
about 3 days.

Given the weak variability in the surface sensible and
net longwave flux, the profile for the net surface heat
flux shown in Fig. 13c is nearly equal to the sum of the
profiles for evaporation and shortwave flux. This net
flux profile indicates enhanced surface heating of the
order of 35 W m22 about 15 days before the VP min-
imum, enhanced surface cooling of the order of 50 W
m22 during the time the VP is at a minimum (i.e., heavy
precipitation period), and then a return to near normal
conditions and/or weak surface heating about 10–20
days after the event. Based on the slab mixed layer
specifications (i.e., 50-m fixed-depth slab ocean with
50-day damping), this results in about a 0.138C positive
(negative) SST anomaly before (after) the VP minimum,
with a quadrature delay relative to the surface net heat
flux variations. This enhancement to the SST before the
MJO passage is associated with an increase in the PBL
specific humidity over that which is seen in the CTL
simulation (Fig. 13e). In the CTL simulation, there is a
weak positive anomaly in the PBL specific humidity of
0.25 gm kg21 at lag 26 days, or about 3 days before
the peak rainfall event. In the CPL simulation, this
anomaly has doubled. This enhancement to the PBL
moisture anomaly before the event is mimicked in the
negative anomaly (i.e., dry phase) that occurs after the
event, although the effect is even more dramatic.

Comparing the magnitudes of the enhanced positive
PBL humidity and SST anomalies in Fig. 13 (see also
Figs. 10 and 12) suggests that the increased humidity
does not stem from a local adjustment to the warmer
SST. In other words, assuming the PBL in the deep
Tropics is typically about 80% moisture saturated with
respect to the SST, and given that the mean SST in this
region is about 288C, a 0.18C change in SST would only
lead to about a 0.1 gm kg21 increase in PBL specific
humidity. This is only about one-third of the enhance-
ment found in the CPL simulation. In any case, the lack
of any associated enhancement in the surface latent heat
flux before the convection suggests that even this
amount of adjustment did not occur via latent heat flux.
The reason behind this increased PBL moisture con-
vergence anomaly is believed to be the critical process
underlying the enhancement of the MJO in the CPL
simulation, and it will be discussed in more detail in
section 4. Examination of Figs. 13e and 13f shows that
the enhanced PBL moisture anomaly leading the con-
vection in the CPL simulation is associated with a 25%
enhancement in the PBL moisture convergence anom-
aly. The profiles for rain rate (not shown) are nearly
identical to the PBL moisture convergence profiles, but
with the anomalies about a factor of 3 larger and a phase
lag relative to the PBL moisture convergence of about
2–3 days (or about one to two model grid points to the
west). The lower- and upper-level dynamic effects of
the enhanced MJO are illustrated in Figs. 13g and 13h,
respectively, which shows the considerable strength-
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FIG. 11. Same as Fig. 4, except based on pentads of observed OLR and SST from 1985 to 1994. In this case, the data are bandpassed in
the same manner as for the model data; however, instead of compositing the events based on velocity potential, here events were included
in the composites each time the bandpassed OLR anomaly was less than 227 W m22; this gave 22 events (from Jones et al. 1998). Contour
intervals for OLR and SST are 5 W m22 and 0.038C. For comparison purposes, the OLR evolution associated with the CPL MJO composite
(i.e., Fig. 4) is also shown.

FIG. 12. Same as Fig. 4, except for planetary boundary layer specific humidity (s 5 0.94–1.0). Contour interval is 0.2 gm kg21.

ening of the surface and 200-mb zonal wind field. It is
worth mentioning that the profile of surface latent heat
flux strongly resembles the evolution of surface zonal
wind. While it is understood that variability in latent
heat flux in the warm pool regions is largely driven by

variability in wind speed (e.g., Zhang and McPhaden
1995), it is not obvious why in this case it should be
driven by zonal wind alone. Examination of Fig. 1
shows that the longitude that this equatorial composite
was produced (1508E) is an area of very weak zonal
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winds. This, along with the fact that the intraseasonal
perturbations to the surface meridional velocity (not
shown) are about one-fourth the magnitude of those to
the zonal velocity, dictates that most of the wind speed,
and thus latent heat flux, variability will be determined
by the variability in zonal wind.

f. Atmospheric circulation and latent heating

The changes to the dynamics and convection–rainfall
described above due to the influence of the interactive
SST are also illustrated in Fig. 14, which shows the
vertical and zonal velocity (vectors) and latent heating
(contours) values associated with the composite MJOs.
The left panels show these fields for the CTL composite
(e.g., left panels of Fig. 4) at lag 25 days (top) and 15
days (bottom). The right panels show the difference
between the CPL and CTL composites for these fields
at the same two time lags. The CTL composites show
a strong baroclinic structure with positive rainfall anom-
alies (up to 68C day21) extending from about 1358 to
1658E, and subsidence occurring to both the east and
west of the maximum rainfall. Note that in this phase
of the oscillation the surface easterlies to the east of the
rainfall are about twice as strong as the anomalous west-
erlies to the west of it (about 4 vs 2 m s21). At lag 15,
the rainfall anomaly has weakened considerably, moved
slightly eastward, and is now spread between about 1508
and 1708E. In this phase the anomalous westerlies have
significantly more strength than the anomalous easter-
lies.

The difference plots on the right side of Fig. 14 show
the enhancements to the MJO circulation associated
with the SST feedback. At lag 25 days, there is stronger
upward motion and more atmospheric latent heating (up
to about 38C day21) west of 1508E, and stronger down-
ward motion to the east. These changes produce asym-
metrical changes in the surface fluxes (not shown) with
increased (decreased) shortwave flux east (west) of
1508E of about 10 W m22. On the other hand, latent
heat fluxes only show a systematic increase, up to 10–
15 W m22 west of 1508E. At lag 15 days, there is
stronger upward motion and more atmospheric latent
heating (up to about 28C day21) east of 1508E and stron-
ger downward motion to the west. Changes to the short-
wave flux associated with the enhanced vertical motions
are commensurate with those at lag 25 days, and again
the principle change in the latent heat flux is an en-
hancement that occurs at, or to the west of, the main
region of rainfall enhancement. Most of these differ-
ences are consistent with the evolution depicted in the
time-lag profiles shown in Fig. 13, except that the short-
wave flux ahead of the convection in the time-lag pro-
files showed little or no difference between the coupled
and control experiment. Finally, it is worth noting that
the two regions of enhanced upward (downward) motion
in the lag 25 (15) day composite are over, or in close
proximity to, (model) equatorial land masses. This is

consistent with Fig. 9, which shows that the rain rate
has increased variance over, and around, land masses in
the equatorial maritime region.

To help illustrate the model dynamics that appear to
be playing a role in the production of the MJO itself,
and subsequently what may be playing a role in the
SST-driven enhancement to the MJO, Fig. 15 presents
the zonally lagged correlations between the midtropos-
pheric vertical velocity and the vertical velocity at all
levels for the CTL simulation (left) along with the dif-
ference in this quantity between the CPL and CTL sim-
ulations (right). The computations are based on the same
CTL and CPL composite data shown in Fig. 14, using
the longitude range 1008E–1608W and time lags from
215 to 115 days. For each day (i.e., time lag), the
vertical velocity at s 5 0.58 is correlated to the vertical
velocity at all sigma levels, allowing the zonal lag to
vary between 612 model grid points. Then each of these
correlations maps (sigma vs zonal lag), 31 in total, are
ensemble averaged together. The correlation plot for the
CTL simulation (left) illustrates a westward tilt with
height, on the order of 1000 km (two model grid points)
over the depth of the troposphere, suggesting the pres-
ence of wave–CISK in the model (e.g., Lau and Peng
1987; Lau et al. 1988). Analysis of the GLA MJO-
related 200- and 850-mb eddy streamfunction by Sper-
ber et al. (1997) also indicated a tropospheric westward
tilt with height. In addition, the tilting tends to accen-
tuate in the boundary layer, with the maximum upward
vertical motion in the surface layer appearing to lead
that at midlevels by about 158 longitude (three grid
points). This latter characteristic is consistent with ‘‘fric-
tional wave–CISK,’’ that is, the impact of boundary
layer friction on wave–CISK (Wang 1988a; Salby et al.
1994). A similar analysis of a coarse-resolution version
of the Geophysical Fluid Dynamics Laboratory GCM
revealed a similar characteristic (Lau et al. 1989). It is
interesting that this feature was not evident in the GLA
MJO analysis by Sperber et al. (1997), either because
of their case study approach, which employed a limited
amount of data, and/or because their study examined
the wind divergence on a single near-surface layer that
may be subject to more noise than the vertical velocity
as it is an integrated quantity over one or more model
layers. The right panel shows that the positive corre-
lation between midlevel and upper- and lower-tropo-
spheric vertical velocity has a slight wider zonal scale
with slightly higher correlation values. This reempha-
sizes the slightly stronger and more coherent MJO found
in the CPL versus CTL composite. However, near the
surface, the CTL simulation shows a more consistent
area of upward vertical motion about 208–308 to the east
of the region of midlevel rising motion. This area of
enhanced low-level convergence can also be inferred
from the region of enhanced latent heating and upward
motion at 1608E (1608W) in the upper (lower) right
panel of Fig. 14. This area of enhanced vertical motion
might be interpreted as a strengthening of the frictional
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FIG. 13. Profiles taken from CTL (thin) and CPL (thick) composite MJO events. Data are averaged
between 1458 and 1558E. For example, profiles in (h) are taken from the CTL and CPL 200-mb
zonal wind composites in Fig. 4. The profiles are based on data along the vertical line shown in

wave–CISK process in the model. How such an en-
hancement may occur via the incorporation of an in-
teractive SST feedback is discussed below.

4. Discussion

The previous section illustrates that the CPL simu-
lation generally exhibits a more robust MJO phenomena
relative to the CTL simulation. This is evident from the
increase in the number of MJO events in the CPL sim-
ulation (Fig. 5) and from the strengthened and more
coherent character of the CPL versus the CTL events
(Figs. 4, 7, and 12). In addition, comparisons of the
MJO composites from the two simulations show that
the CPL simulation has an increased amount of PBL
specific humidity and PBL moisture convergence lead-
ing the development of deep convection and lagging the
systematic development of warm SST produced from
the coupled ocean mixed layer (Figs. 10, 12, and 13).
This enhancement in PBL moisture provides an increase
in the moist static energy available to the deep convec-
tive region. Determining the genesis for this increase in
low-level moisture is important to understanding the
underlying physics that is responsible for the increased
MJO variability in the coupled simulation. A boundary

layer adjustment to the increase in SST ahead of the
convection via latent heat flux does not seem to be at
work given that the SST increases are too small to ac-
count for the size of the moisture increase observed (see
section 3e) and because the moisture increase does not
appear to coincide with an increase in latent heat flux.
This leaves the possibility that the moisture enhancing
mechanism may be dynamically induced.

Comparisons of the atmospheric dynamic and latent
heating fields from both simulations indicate that there
is an enhanced low-level convergence leading the con-
vection (Figs. 14 and 15). The underlying cause of this
enhanced convergence appears to be due to a strength-
ening of the meridional surface convergence. Figures
16 and 17 show the zonally lagged correlations between
PBL moisture convergence and surface temperature,
surface moist static energy, surface zonal wind conver-
gence, and surface meridional wind convergence for the
CTL and CPL simulations, respectively. The correla-
tions were computed from composites whose selection
longitude varied between 1008 and 1508E (horizontal
axis; see section 3b), and for lags between 612 model
grid points. Comparison of the upper left panels of the
two figures emphasizes the main distinguishing feature
between these two simulations, namely, the interactive
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FIG. 13. (Continued ) those diagrams, that is, an average of data between 1458 and 1558E. (a)
Surface latent heat flux, (b) net surface shortwave flux, (c) net surface flux, (d) surface temperature,
(e) PBL specific humidity, (f ) PBL moisture convergence, (g) surface zonal wind, and (h) 200-mb
zonal wind.

SST introduced by the slab ocean mixed layer and the
resulting SST warming (cooling) extending to the east
(west) of the MJO rainfall anomaly. The relatively
weaker and more unorganized relationship shown in the
CTL correlations is based on land surface temperatures
only, and in this case the model representations of equa-
torial Indonesia and New Guinea.

Comparison of the upper right panels of Figs. 16 and
17 emphasizes what has been demonstrated above (Figs.
12 and 13) regarding a more coherent relationship in
the CPL simulation between the MJO convection anom-
aly and the PBL moisture (illustrated here in terms of
PBL convergence and surface moist static energy). In-
terestingly, a comparison between the lower left panels
of the two figures illustrates that very little change has
occurred with regards to the strength or lead–lag rela-
tionship between zonal wind convergence and PBL
moisture convergence. Both correlation plots show that
PBL moisture convergence is closely associated with in
situ zonal wind convergence (i.e., with little or no zonal
lag). Comparison of the lower right panels shows a
somewhat different relation between PBL moisture and
meridional wind convergences in the CPL and CTL sim-
ulations. The correlation plot for the CTL simulation

shows that meridional wind convergence is also closely
associated with PBL moisture convergence, with only
a modest enhancement at most positive (i.e., eastward)
zonal lags (i.e., dy /dy leads PBL moisture convergence).
The correlation plot for the CPL simulation shows a
more coherent relation between these two quantities and,
contrary to the CTL plot, shows a correlation that gen-
erally maximizes when the meridional convergence
leads the PBL moisture convergence. The difference in
these two relationships suggests that the meridional
wind convergence appears to be responsible for the in-
crease in boundary layer moist energy leading the con-
vection that is found in the CPL simulation (upper right
panels).

Comparing the upper left and lower right panels
shows that the SST signal leads or is in phase with the
meridional convergence signal for the composites con-
structed at longitudes 1008E to about 1308E. In this
region, it would appear that the meridional gradients in
SST help to directly reinforce the meridional conver-
gence east of the convection (i.e., Lindzen and Nigam
1987). However, east of about 1408E, the PBL moisture
convergence tends to be more closely in phase with the
SST anomaly, and the surface meridional convergence
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FIG. 14. Similar to Fig. 4, except for the composite values of equatorial vertical and horizontal velocity (vectors) and latent heating
(contours) between 1008E and 1608W. The left panels show the equatorial values at lag 25 days (top) and 15 days (bottom), while the right
panels show the difference between the CPL composites at these same time lags and the CTL composites. The reference vector indicates 5
m s21 horizontal velocity and 50 mb day21 vertical velocity. Contour interval for heating is 18 day21.

FIG. 15. Zonally lagged correlations between the midtropospheric vertical velocity and the
vertical velocity at all levels for the CTL simulation (left), and the difference in this quantity
between the CPL and CTL simulations (right). The computations are based on the same CTL
and CPL composite data shown in Fig. 14, using the longitude range 1008E–1608W and time
lags from 215 to 115 days. For each day (i.e., time lag), the vertical velocity at s 5 0.58 is
correlated to the vertical velocity at all sigma levels, allowing the zonal lag to vary between
612 model grid points. Then each of these correlations maps (sigma vs zonal lag) are ensemble
averaged together. Positive zonal lags indicate eastward, negative indicate westward. Contour
interval is 0.1 and positive values are shaded.
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FIG. 16. Zonally lagged correlations between planetary boundary layer (PBL; s 5 0.94–1.0)
moisture convergence and surface temperature (upper left), surface moist static energy (upper
right), surface zonal wind convergence (lower left), and surface meridional wind convergence
(lower right) for the CTL simulation. The correlations were computed from composites whose
selection longitude varied between 1008 and 1508E (horizontal axis; see section 3b), and for
lags between 612 model grid points. Positive zonal lags indicate eastward, negative indicate
westward. Contour interval is 0.2 (except for lower right, which is 0.1) and positive values are
shaded.

leads both (meridional convergence is high to the east
of the PBL moisture convergence). In this region, it is
not obvious what is the cause of the enhanced meridi-
onal convergence. One hypothesis is that the earlier syn-
chronization between the increased SST, meridional
wind convergence, moist static energy, and convection
has already enhanced the strength of the entire MJO
complex, which in turn would force more (internal) la-
tent heat–driven frictional convergence ahead of the
convection. This would imply that over the course of
the Eastern Hemisphere, the interaction between the
SST and the atmospheric component of the MJO is not
zonally uniform. This aspect is one of the directions we
plan to pursue in future research. It is worth noting that
the above interactions appear to be at work to the west
of the convection center as well (i.e., at negative zonal
lags). In regions behind the PBL moisture convergence
maximum, there is a more robust relationship between
negative SST anomalies, surface meridional divergence,
and diminished moist static energy, with again little
modification to the relationship with surface zonal wind
convergence.

The analysis and discussion presented above provides
some evidence for the positive impact an interactive SST
has on a numerical simulation of the MJO and outlines

a plausible scenario for the manner coupled SSTs might
be influencing the MJO in the observed system. It is
noteworthy that the numerical study by Flatau et al.
(1997) also found an increased strength and organization
of the model’s intraseasonal variability when coupling
to SST was introduced. In their study, a simplified five-
layer GCM (i.e., Lau et al. 1989) using the convection
scheme of Emanuel (1991) showed intraseasonal vari-
ability that was too fast and dominated by wavenumbers
one and two. Introduction of a slab ocean mixed layer
and a highly idealized surface heat budget to the model
promoted more realistic intraseasonal variability, name-
ly, by slowing down the propagation speed and pro-
moting a wavenumber-one selection. From these ex-
periments, they hypothesized a new conceptual model
referred to as ‘‘air–sea convective intraseasonal inter-
action’’ (ASCII), whereby the generated ‘‘zonal SST
gradient causes zonal changes in surface moist static
energy and provides surface forcing, promoting the de-
velopment of convection in the convergent regions.’’
While the basic premise of their results are the same as
those presented here, Flatau et al. did not elaborate on
the mechanism by which the moist static energy in their
model is increased via the introduction of SSTs (e.g.,
surface heat fluxes, zonal/meridional moisture conver-
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FIG. 17. Same as Fig. 16, except for CPL simulation.

gence). This question concerning the dominant mech-
anisms influencing the moisture supply east of the con-
vection was raised by Sperber et al. (1997) as well in
their comparison of fixed-SST model simulations to ob-
servations. The results of the present study suggest that
meridional moisture convergence associated with fric-
tional wave–CISK, acting in concert with the SST
anomalies, is at least one of the key processes leading
to the enhancement in moist static energy available for
the eastward propagating convection. It is worth men-
tioning that in the case where an enhanced MJO cir-
culation does develop (e.g., Fig. 14), the increased sub-
sidence ahead of the wave may better inhibit small-scale
convection, allowing the associated moisture to build
up rather than be released prematurely. This might be
a second-order process that helps enhance the moist
static energy ahead of the convection. These question
deserve considerably more research before the answer
can be demonstrated with signficant certainty.

Given the improvements to the MJO in the simulation
with coupled SSTs, the question arises whether the MJO
should more accurately be considered an ocean–atmo-
sphere coupled mode as suggested by Flatau et al.
(1997) and Sperber et al. (1997). As mentioned in the
introduction, a number of studies have hypothesized a
feedback between SST and the MJO, but does such an
interaction imply that the MJO is a true ‘‘coupled mode’’
of variability? The theoretical coupled ocean–atmo-
sphere model developed by Wang and Xie (1998) ex-
hibits high-frequency MJO-like unstable modes only
when coupling to the ocean mixed layer is active. The

instability is induced primarily by the wind-entrain-
ment–evaporation feedback and to a lesser extent by the
cloud–radiation feedback, with little or no influence
from ocean dynamics. The results of the Wang and Xie
study would argue that the MJO is a coupled mode, in
the strict sense that ENSO is a coupled ocean–atmo-
sphere mode. If the MJO is a true coupled mode, then
numerical and theoretical models that simulate distur-
bances similar to the MJO without an interactive SST
(e.g., the CTL simulation) must be exaggerating or dis-
torting marginally stable modes in the atmosphere that
have a strong resemblance to the observed MJO. On the
other hand, if the MJO inherently stems from an at-
mospheric instability that is enhanced through its in-
teraction with a coupled SST, then the Wang and Xie
theory could be marginalizing the atmospheric insta-
bility to the point where it is no longer unstable unless
the ocean feedback is activated. At this point, the evi-
dence more strongly supports the latter of these two
scenerios (i.e., the MJO is an inherent instability of the
atmospheric system, which is modified by its interaction
with SST), given the vast number of different models,
without coupling to SST, that contain an element of
variability strongly resembling the MJO.

5. Summary

In this study, we document the changes in the MJO
of two 10-yr GCM simulations using the GLA GCM.
In the control (CTL) simulation, the SSTs are specified
to be the annual cycle. The coupled (CPL) simulation
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employs a 50-m slab ocean mixed layer equatorward of
248 latitude to compute SST anomalies that are added
to the mean annual cycle of SSTs and thus coupled to
the model atmosphere during the integration. The results
show that while the two long-term model climatologies
are very similar, the simulated MJO variability shows
considerable differences. The principle difference is that
the CPL simulation exhibits larger, and slightly more
organized, MJO variability than the CTL simulation.
This is evident in the overall increase in the number of
events present (Figs. 5 and 6), the more robust and
organized signal exhibited in the CPL composite event
versus the CTL composite event (Figs. 4, 7, 12, 15),
and the increased power (;40%) at 50–60 days in the
wavenumber-one 200-mb velocity potential and surface
zonal wind spectra (Fig. 7). In addition to this increased
power, several variables (e.g., 200-mb VP and zonal
wind, rain rate, and surface zonal wind) show a better
consolidation of the wavenumber-one and/or -two var-
iance around the two primary timescales evident in the
observations (Fig. 7). Another interesting difference is
that time–longitude MJO composite events from the
western equatorial Pacific show that the slab mixed layer
coupling slows the 200-mb velocity potential propa-
gation in the Eastern Hemisphere from about 13 to 7 m
s21 (Fig. 4). Finally, the intraseasonal variability in the
CPL simulation increased in a manner that enhanced its
overall seasonality, with relatively more events occur-
ring in the northern winter and spring seasons (Fig. 6).

Based on the recent AMIP comparison of the MJO
variability in 15 GCMs performed by Slingo et al.
(1996), all of the above differences suggest an improve-
ment in the simulation relative to the observed MJO
variability. Thus, to the extent that the CPL simulation
does indeed represent an improvement in the model’s
representation of the MJO and its relationship to SST,
it appears that feedback from an interactive SST may
be one important factor in achieving better simulations
of observed intraseasonal variability. Such a conclusion
has important ramifications for the theoretical treatment
of the MJO, as well as for medium-to-extended-range
numerical weather prediction. Presently, there are few
theoretical treatments of the MJO that incorporate even
a simplified interactive SST (cf. Lau and Shen 1988;
Hirst and Lau 1991), and only one (Wang and Xie 1998)
that attempts to explicitly account for effects of both
the surface latent heat flux and shortwave flux, as well
as ocean mixing, on the evolution of the SST. From the
model results presented here, the inclusion of an inter-
active SST (even a highly idealized one) results in a
systematic increase (decrease) in SSTs to the east (west)
of the convection. These changes in SST are primarily
due to enhanced surface shortwave flux to the east of
the convection, diminished shortwave flux coincident
with the convection, and enhanced latent heat flux to
the west of the convection. The enhanced SST to the
east of the convection appears to reinforce the meridi-
onal convergence associated with the frictional wave–

CISK mechanism at work within the model. This in turn
transports more PBL moisture into the region lying just
east of the maximum PBL moisture convergence, which
is dominated by zonal wind convergence. This increase
in moist static energy helps destabilize the disturbance
and/or maintain it against dissipation more effectively
relative to a case without such SST coupling (see dis-
cussion in section 4). We would like to point out that
several of the MJO modifications documented in this
study are qualitatively similar to those found in the the-
oretical study of Wang and Xie (1998) (e.g., increased
instability and slower propagation; see section 3b).
However, their model does not explicitly treat moisture
or account for the frictional part of wave–CISK, and
thus it is not obvious as yet how analogous the simi-
larities are between these results.

We would like to emphasize that taken in total, the
differences between the two simulations were quite dra-
matic, and yet the systematic changes in SST tended to
be very small, on the order of 0.108–0.158C. It was by
design that the SST perturbations were to be kept small.
This helps ensure that the background climates of the
two simulations remain the same and thus any resulting
changes in the MJO characteristics between the two
simulations could more readily be attributed to the MJO-
organized SST fluctuations, rather than due to indirect
changes from an altered climatological state. Compar-
isons of the climatologies from the two simulations, both
the long-term means (Figs. 1 and 2) and the seasonal
means (not shown) indicate that the changes were in
generally less than 10% of the means, with the exception
of a spatial reorganization of rainfall in the equatorial
Indian and western Pacific Oceans (about 10%–20% of
the means), which was largely induced by the changes
in the intraseasonal variability itself (Figs. 8 and 9).
Thus to the extent that we were successful in performing
the perturbation experiment we intended, the results in-
dicate a significant sensitivity of the model’s MJO to
coupled SST variability. With this in mind, it is worth
mentioning again that of the models that tended to per-
form the best in the MJO comparison study by Slingo
et al. (1996) all exhibited a positive relationship between
increasing rainfall and increasing SST that was at least
as strong as that exhibited by observed data. In this
regard, the GLA model may have been a particularly
good candidate model for the experiment described here.

The simplified model framework and perturbation
type experiment employed in this study also circumvent
the problem alluded to above as it would apply to com-
paring extant simulations from fully coupled ocean–at-
mosphere models to their fixed-SST counterparts. In
short, the authors know of no coupled models that have
a coupled climatology sufficiently close to their forced
climatology to offer results that could be used to dis-
criminate the interactive-SST effects alone on the MJO.
As discussed in section 2, the differences in the MJO
between a fixed and fully coupled simulation will likely
be overwhelmed by the differences in the climatology
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of which the MJO is highly sensitive to (e.g., Salby and
Hendon 1994; Wang and Rui 1990b; also Fig. 5). One
avenue around this problem might be to perform a cou-
pled simulation first, and then use the prognostic SST,
or its climatology, from this simulation as a specified
boundary condition in a fixed-SST simulation. In this
way, both simulations would have the same climato-
logical state and the effects from the coupled SST could
be better determined.

With respect to the possible impact the above results
have on medium- to extended-range midlatitude weather
forecasts, Chen and Alpert (1990) showed that when the
MJO amplitude is large, model forecast skill of MJO
propagation and amplitude were quite good out to 10
days. However, when the MJO amplitude was small, the
forecast skill was poor. Similarly, Ferranti et al. (1990)
demonstrated that the skills of medium- to extended-
range forecasts in the extratropics are significantly im-
proved when the errors associated with the represen-
tation of the tropical intraseasonal oscillation are min-
imized. More recently, Lau and Chang (1992) analyzed
one season (14 December 1986–31 March 1987) of 30-
day global forecasts derived from the NCEP Dynamical
Extended Range Forecasts. Their results showed that
the NCEP forecast model has significant skill in pre-
dicting the global pattern of intraseasonal variability up
to 10 days, with the error growth of tropical and extra-
tropical low-frequency modes less (greater) than per-
sistence when the amplitude of the MJO is large (small).
Based on the results of these forecast and predictability
studies and the suggestion in this study that an inter-
active SST may improve the simulation quality, includ-
ing increasing its magnitude and altering its phase speed
in the Eastern Hemisphere, it is possible that the in-
corporation of a simplified, interactive SST in NWP
models may improve extended-range weather forecasts.
We are presently collaborating with NCEP personnel to
examine this hypothesis.
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